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這次的專題過程中，我負責整體架構設計以及第一、第二題的主要工作。過程充滿挑戰，但也讓我學到許多寶貴的經驗，以下我將依序分享過程中所得到的收穫與發現。

首先本專題的核心在於設計一個完善且高效的架構，以完成題目要求。我首先花了較多時間深入理解題目，因為題目的描述相對抽象，同組同學對問題的理解也不完全，因此整體方向需要我來明確規劃。我利用架構圖的方式進行初步規劃，清晰地將資料流程、模組之間的互動以及最終目標具象化，這讓團隊能迅速聚焦於正確的實作方向。

然而，設計架構並非一蹴而就，過程中不斷面臨例如 Token 使用量不足、生成內容與資料庫關聯性不夠等問題。我們透過動態優化提示工程（Dynamic Prompt Engineering），結合 RAG（Retrieval-Augmented Generation）與 Self-Reflection 的概念進行調整，這使得架構更為精煉，並有效解決問題。例如，在第二題的資料檢索與生成模組中，我們加入了 Retrieval Grader 與 Hallucination Grader，避免了與問題無關或幻覺式的回應生成。

再來是第一題，我其實一開始不是負責此題目的，我只有和負責題目的同學解釋過題目的要求，後續讓他們自由發揮，等我完成我負責的部分，我在幫忙增強，我以為他們一開始會做到至少某部分的自動化，結果只是某種使用者介面與文字分析，這很明顯與題目不符，因此我決定直接主導進行大幅度修改，將原本分散的功能整合為模組化流程，並使用多次迭代的提示優化方法，提升結果的準確性與穩定性。例如，我們針對 Together API 的 Prompt 不斷優化，從初版到最終版本經歷多輪測試，確保能自動提取所需的查詢條件並準確地抓取台灣期貨交易所的數據。

這部分的調整不僅讓我們的實作更符合要求，也讓我更深刻體會到規劃正確方向的重要性。透過大改，我們成功建立了一套穩定、可行的全自動爬取與數據處理流程，最後輸出 Excel 檔案，為後續分析提供基礎(這項研究最終有結合RAG)。

再者是第二題，它的核心挑戰在於架構的明確化。基於我的規劃，我們選用 RAG 方法結合多模組生成技術，並在架構設計的基礎上進行多層次調整。起初，同學在模組細節上的理解不夠清楚，導致流程的連貫性不足。我針對每個模組的角色進行明確定義，例如將 LLM（Large Language Model）模組的任務設定為生成與檢索相輔相成，並進一步優化動態提示生成邏輯。

整體流程從 Query Analysis 開始，經過多輪檢索與反饋優化（Self-Reflection），確保生成結果達到連貫性、創意性及相關性的要求。特別是在評估模組中，我們引入 Sentence-BERT 模型進行結構化評估，量化每次生成的結果，這極大提高了整體的精確性與效率。

這次的專題讓我對整體規劃的重要性有了更深刻的體悟。無論是第一題的大方向修正，還是第二題架構的細化，正確的規劃不僅能提高效率，更能幫助團隊在執行過程中保持一致性。此外，我發現，生成式 AI 雖然有一定的能力，但仍需要人類的介入，特別是在初始方向及迭代優化的過程中。同時，我也了解到團隊合作中溝通的重要性。當同學在技術細節或方向上有所迷茫時，我能迅速協助釐清問題並提出解決方案，這也促進了我們整體專題的順利推進。

最後，我認為這次專題的挑戰不僅在於技術本身，更在於如何平衡自動化流程與人工介入，並在有限的資源與時間內達成最佳結果。這些經驗對我未來的學術研究與實務應用都將有所幫助。